
(I)LC Software and the grid

JAN STRUBE

Pacific Northwest National Laboratory

IAS Program on High Energy Physics



Jan Strube -- IAS, HKUST January 24, 2017 2

The International Linear Collider
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Precision requirements

The goal is to 

measure all Higgs 

properties 

precisely enough 

to prove that it 

doesn’t fit into the 

Standard Model.

This precision will 

also allow us to 

distinguish 

between different 

models and to find 

new particles 

directly.
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Precision Detectors

Precision is driven by jet energy 

resolution

Particle Flow Paradigm

ILC detector concepts have chosen 

highly granular calorimeters as the 

cornerstone of their designs

Particle Flow algorithms perform 

very well, but need detailed 

simulations.

The tails in reconstructed energy 

distribution are non-gaussian and  

difficult to parameterize

Large CPU and Storage needed

for a comprehensive detector 

optimization campaign
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Particle flow reconstruction

Particle flow 

algorithms depend on 

the correct 

association of hits to 

tracks.

Detectors have 

billions of channels.

This requires a 

sophisticated 

reconstruction. 

We have barely 

scratched the surface 

of using the available 

level of detail.
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ILC Detector concepts

Hall size 25 m x 142 m x 42 m

ILD

Height ~ 16 m

Length ~ 14 m

Weight ~ 14k t

Solenoid 3.5 T

Vertex detector 3 µm

Central Tracker 60 µm (220 layers)

SiD

Height ~ 14 m

Length ~ 11 m

Weight ~ 10.1k t

Solenoid 5 T

Vertex detector < 5 µm

Central Tracker 8 µm (5 layers)
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Requirements summary

Big Item for the foreseeable future: Improve the connection between the 

cosmological and the lab scales

The SM is not the right answer. So how do we find the right answer?

The ILC offers a mature technology to start the next step now

Precision measurements will not only finally break the SM, but point the way 

to the right theory

e+e- for a clean environment

Tunable energy for flexibility

Compact detectors with a high channel count for maximum precision

Simulating such an experiment with the right fidelity requires a 

globally coordinated campaign



LC Software
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Whizard

LCFIPlus

Pandora 
PFA

Jet Finding

Analysis

Common Software
made possible 

through common 
event data model

Software

lcio

lcio

lcio

vertex finding
flavor tagging

GEANT4
detector simulation

event 
reconstruction

DD4HEP
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LCIO

Common event data model 

for all LC detector concepts

Allows exchange of 

software, data samples, and 

scientists

Basic concept:

provide classes to capture 

detector data (tracker hits, 

calorimeter cells, …)

Reconstruction codes turn 

these into a collection of 
ReconstructedParticle

(s) that captures the best 

guess of what particles were 

present in this event.

LCIO includes a default I/O implementation. 
Currently a straightforward serialization of the 
classes.



incoherent pairs

~ 250k particles / BX

low energy, increase 

occupancy in forward region 

and inner tracking layers

γγ → hadrons

2.5 events / BX

reach the barrel detectors 

and have an effect on  

reconstruction
11

Kinematic Properties of Background

-- accounted for in every event

Normalized to 

one bunch train

Normalized to 

one bunch train
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Simulation and Geometry

During the lifecycle of experiments, at least four different geometries were 

created.
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Engineering Drawing
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Simulation

▶

Marko Petrič (CERN) marko.petric@cern.ch Detector Simulations with DD4hep

13
14
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Reconstruction
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Construction
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Simulation vs. Reconstruction

Same detector but very different questions

Simulation: 

Detector is composed of sensitive and insensitive volumes

Volumes are important 

Reconstruction (particularly tracking):

Detector is composed of surfaces

Navigation between surfaces and material between is important

Detector studies have to make sure both are changed consistently

Even after the detector is built, geometries keep evolving

Material studies, upgrades, …

Geometries can easily fall out of sync

Bugs, Delays, …
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DD4HEP

One-stop-shop for geometry
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Reconstruction

Sophisticated calorimeter reconstruction to 

convert thousands of hits in a shower into the 

right mix of particles

PandoraPFA

Arbor 

Track reconstruction and vertex 

reconstruction / flavor tagging uses state-of-

the art algorithms

Cellular automatons for forward tracking

Adaptive vertex fitting for displaced particles

New jet finding developed to marry the 

Durham distance with beam jets. Performs 

better for double Higgs at high energy.

This level of sophistication requires large 

amounts of CPU time

07/11/2016 LCWS 2016 @ Morioka 8

Photon construction at CEPC_v1

Dedicated EM Shower 
Energy Estimator developed,
Correct the geometry effect

M. Ruan, LCWS 2016

arXiv: 1607.05039



Computing in the ILC VO

Jan Strube -- IAS, HKUST January 24, 2017 20



Jan Strube -- IAS, HKUST January 24, 2017 21

Grid management with iLCDIRAC

The ILC Virtual Organization uses the WLCG infrastructure

Different detector concepts using different simulation and reconstruction 

packages

Packaged each as separate application

LCIO allowed chaining and mix-and-match

DIRAC takes care of

User Authentication → Grid certificates

Job Management → Automatic Re-submission

File transfer and replication → checksum for file integrity

Integrated with FTS3 for replication

One of the first major users of the Dirac File Catalog (DFC)

Currently > 5 PB in ~ 25 million files catalogued



CPU time of different processing stages

SiD DBD Production in Numbers

50.7 million events at 1 TeV

(+ 4.7 million  gghadrons)

6.55 million events at 500 GeV 

(+ 4.4 million gghadrons)

Country Total CPU Time (years)

UK 100.2

CH 68.2

FR 15.0

US 28.2

TOTAL 211.6

detailed 
simulation 
dominates 
CPU time 
budget

> 180 TB of data total
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Current LCC Grid Computing

Worldwide effort

Globally used CPU 

time in 2016:

~1M CPU days

Using two different 

grid infrastructures:

LCG in EU / Japan

OSG in the US

40 sites in total
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Summary and Conclusion

A precision program such as that proposed for the ILC needs detailed 

simulations (GEANT4) to have confidence in the detector design

Validate detector design

Verify physics sensitivity

The ILC software is a globally distributed effort

Innovative projects making an impact outside of the ILC VO 

ILC computing is a globally distributed effort

Leveraging the resources of the LHC Compute Grids allows extensive 

optimization studies

The infrastructure is getting in shape for starting a TDR for the detectors 

in the next couple years
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