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ABSTRACT: Amyloid fibril deposits of the intrinsically disordered
hIAPP peptide are found in 95% of type II diabetes patients, and
the aggregation of this peptide is suggested to induce apoptotic cell-
death in insulin-producing S-cells. Understanding the structure and
dynamics of the hIAPP monomer in solution is thus important for
understanding the nucleation of aggregation and the formation of
oligomers. In this study, we identify the metastable conformational
states of the hJAPP monomer and the dynamics of transitioning
between them using Markov state models constructed from
extensive molecular dynamics simulations. We show that the
overall structure of the hIAPP peptide is random coil-like and lacks
a dominant folded structure. Despite this fact, our model reveals a
large number of reasonably well-populated metastable conforma-
tional states (or local free energy minima) having populations of a
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few percent or less. The time scales for transitioning between these states range from several microseconds to milliseconds. In
contrast to folded proteins, there is no kinetic hub. More strikingly, a few states contain significant amounts of f-hairpin
secondary structure and extended hydrophobic surfaces that are exposed to the solvent. We propose that these states may
facilitate the nucleation of hIAPP aggregation through a significant component of the conformational selection mechanism,
because they may increase their populations upon aggregation by promoting hydrophobic interactions and at the same time

provide a flat geometry to seed the ordered S-strand packing of the fibrils.

B INTRODUCTION

Human islet amyloid polypeptide (hIAPP), also known as
amylin, is a 37-residue hormone cosecreted by pancreatic f-
cells along with insulin. hIAPP is associated with type II
diabetes because its amyloid fibril deposit is found in 95% of
type II diabetes patients. Experiments have shown that the
formation of hIAPP deposits can induce apoptotic cell-death in
insulin-producing f-cells.' > Therefore, it has been proposed
that fibril formation is responsible for the onset of type II
diabetes. The fibril structure of hIAPP and its formation have
been studied extensively, and various fibril structural models
have been proposed with the common feature of a long-
extended cross S-structure through residues 8—37.%° However,
recent experimental evidence suggests that small oligomers
preceding the formation of fibrils may be the key cytotoxic
elements, leading to a number of recent studies of oligomer
formation.®™® The formation of oligomers may lead to the
disruption of the cell membrane and thus becomes
cytotoxic.” "' The presence of the cell membranes is found
to stabilize the a-helical intermediate structures, which have
been suggested as a critical component in the aggregation of
hIAPP in vivo.'”~"> The subsequent fibrillation process can

-4 ACS Publications  © 2013 American Chemical Society

then be greatly accelerated upon a-helical to f-strand structural
transitions.'>">'¢ Experimental observations further suggest
that amyloid fibril formation is nucleation dependent,'” and the
nucleation phase contains a heterogeneity of pathways with
different oligomers formed.'®~>°

Multiple mechanisms ranging from nucleated conformational
conversion (NCC)21 to conformational selection (CS)22’23
have been proposed to understand the fibril formation for
hIAPP and other intrinsically disordered peptides
(IDPs).>"*72° The NCC>' mechanism is an analogue to the
induced fit model*” developed for ligand binding systems, in
which the monomers first collapse through either hydrophilic
or nonspecific hydrophobic interactions and further rearrange
to form the B-ordered proto-fibril.**~>* For hIAPP, The NCC
mechanism is supported by NMR experiments,”® and the initial
collapse is suggested to occur in the a-helix region in the N-
terminus. Conformational selection®** is another extreme of
the fibril formation mechanism. In this mechanism, monomers
containing pre-existing f-structures can selectively collapse and
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further grow to form fibrils. The dimerization process of hIAPP
has been shown to be largely through the conformational
selection by molecular dynamics (MD) simulations, and the
cross sections of the dimer structures evolved from the stacking
of f-rich monomers are consistent with the measurement of ion
mobility mass spectroscopy.”® Understanding the monomer
structure is important to the mechanism since the structural
preference of the monomers may determine the nucleation
pathway as found in both all-atom and coarse-grained models
of IDPs.>*3® As for hIAPP, a large extent of random coil
structures are observed in CD experiments.’” However, both
simulations and experiments revealed to some extent a
secondary structure in the monomer structural ensemble,
including an «a helix in the N-terminal**~** as well as some
extended f-hairpin structures,””~** which may serve as the
precursor for fibril formation. The presence of aggregation
prone states N* in the monomer ensemble of amyloid peptides
has been suggested by Thirumalai, Straub, and co-workers.**™*®
Despite their high free energies, these N* states may still be
sampled by thermal fluctuations, and the collapse of these N*
states may facilitate aggregation. Both all-atom and coarse-
grained simulations have identified the N* states in various
amyloid systems,>>**734731

Dynamics play a crucial role in both mechanisms discussed
above. If the collision rate for monomers is fast, the NCC
mechanism will be dominant because monomers in different
conformations may collapse frequently, and thus structural
rearrangements are likely to be necessary for the system to
reach the ordered fibril structure. On the other hand, the CS
will be dominant when the collision rate is low. In this scenario,
monomers have enough time to explore different conforma-
tions between two collisions, and thus only f-hairpin like
monomers may form stable on-pathway oligomer and further
grow to the fibrils. Lapidus and co-workers have previously
shown that the kinetics of the aggregation process is optimized
(or fastest) when these two time scales are comgarable for
different IDPs and also well-structured proteins.’> A rough
estimate of the collision interval for hIAPP monomers (at 1 gm
concentration, with a diffusion coefficient equal to 3.6 X 107'°
m?/s at 310 K reported in the diffusion NMR experiment)*? is
about tens of us. Knowledge of the time scales for the
monomers to transit between different metastable conforma-
tions is still required to shed light on the fibril nucleation
mechanism.

The dynamics of the hIAPP monomer and other IDPs
remain largely elusive both experimentally and theoretically.
The free energy landscapes of IDPs are generally believed to
contain numerous local minima but without a dominant global
minimum.***~% Intuitively, one may speculate that transitions
between local minima in a largely unstructured ensemble may
be fast because of low-energy barriers. However, recent studies
show that the dynamics for transitions between different
unfolded states of a protein with a native structure can be
surprisinglzf slow because of the enormity of conformational
space. % Without a folded structure, it is still difficult to
predict the time scales for the transitions between different
states in IDPs. Several studies have applied straightforward MD
simulations on microsecond time scales to study the dynamics
of IDP monomers,®*®’ but it still remains challenging for these
simulations to obtain a converged, statistical picture of the
dynamics.

Here, we have constructed Markov state models (MSMs)
from extensive all-atom MD simulations in explicit solvent (for

a total of 70 s of simulation) to investigate the dynamics of the
hIAPP monomer. MSMs are kinetic network models that can
predict long time scale dynamics from many short MD
simulations. MSMs have been successfully applied to study
protein folding and other conformational ch21nge:s.”’68_77
However, it has proven difficult to obtain statistically sound
models of the dynamics of intrinsically disordered proteins, like
the Ap-peptide.”® To overcome this limitation, we first ran
extensive replica exchange molecular dynamics (REMD)
simulations to obtain a converged picture of hIAPP’s
thermodynamics and then launched constant temperature
simulations to infer the monomer’s kinetics. Our model reveals
a number of metastable states with populations of only a few
percent or less rather than a single dominant free energy
minimum. Surprisingly, the time scales for the transitions
between these states are quite slow (ranging from several
microseconds to milliseconds). Furthermore, we have found a
few metastable states that share two common structural
features: significant f-hairpin content and a large connected
hydrophobic surface exposed to the solvent. We propose that
these metastable states may serve as seeds for the nucleation of
fibril formation.

B METHODS

We constructed MSMs to study the thermodynamics and kinetics of
the hIAPP monomer folding by the following procedure: We first
performed two independent 200 ns REMD simulations to obtain
initial sampling. These two simulations starting from totally different
conformations are shown to converge by comparing the projection of
the free energy landscape on the radius of gyration (R,) and number of
hydrogen bonds. Next, we selected representative conformations from
REMD simulations to initiate around 1,400 20 ns or longer MD
simulations (with an aggregation of 70 us simulation time). Finally, we
built MSMs from this set of extensive MD simulations.

REMD Simulations. REMD is an enhanced sampling algorithm
that can help the system to escape kinetic traps in the free energy
landscape by increasing the temperature.””® In the REMD method,
parallel replicas of the systems are simulated at different temperatures,
and after a certain interval, the conformations at low temperatures can
be swapped with those at high temperatures. The swapping probability
is chosen to satisfy detailed balance. REMD simulations have been
widely applied in enhancing the thermodynamic sampling for protein
folding. However, despite several previous attempts,®"™ it is still
difficult to extract kinetic information at a particular temperature from
REMD simulations due to the temperature swaps.

In this study, we have applied REMD simulations to obtain the
initial thermodynamic sampling. Two independent REMD simulations
were performed: one starting from a helical structure (extracted from a
NMR structure for the hIAPP-micelle complex, PDB ID: 2KB8) 8% and
the other one starting from a coil structure randomly selected from the
first REMD simulation. The systems were equilibrated by energy
minimization with steepest algorithm first and then a 200 ps position
restraint in NVT ensemble. A 2 ns NPT simulation was also
performed before the REMD production run in NVT ensemble. Each
REMD simulation is 200 ns long with an exchange interval of 2 ps. We
adopted the amber99sb force field®* and the tip3p water model.*® The
simulation box contains 11 020 water molecules, and two CI™ ions
were added to make the system neutral. The electrostatic interactions
were treated by the reaction field method®® with a cutoff at 12 A. We
chose a dielectric constant of 78.5 for the solvent. The cutoff for the
vdW interaction was set to be 11 A, and the potential was smoothly
switched off from 10 to 11 A. The LINCS algorithm® was used to
constrain all bonds. At each temperature, the system was coupled to a
Nose Hoover thermostat®®® with a coupling frequency of 0.4 ps~.

Seeding MD Simulations. To select initial conformations for
subsequent MD simulations, we first divided all the REMD
conformations into 1200 clusters using the k-centers clustering
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algorithm.”® We then randomly chose two conformations from each
cluster and initiated MD simulations from them. All the simulations
were performed at the Folding@home distributed computing
environment,”’ and the simulation length varied due to the
heterogeneity of this platform. Finally, we have collected around
1400 simulations each of which is at least 20 ns long, giving 70 us of
simulation in total. All the seeding MD simulations were performed at
351 K with the same setup as described in the previous section except
that the temperature coupling changed to velocity rescaling thermo-
stat.”

MSM Construction. In a discrete-time and -state MSM, the
conformational space is divided into a set of metastable states, and the
fast protein motions are integrated out by coarse graining in time with
a discrete unit of At. If At is longer than the relaxation time within
each metastable state, the model is Markovian, i.e., the probability of a
given state at time t + At depends only on the state at time t. Under
this condition, the long time scale dynamics can be modeled by a first-
order master equation:

p(nAt) = T"(At)p(0) (1)

where p is the vector of state populations, T is the transition
probability matrix, and At is the lag time of the model.

To construct MSMs, we have first applied the k-centers clustering
algorithm® to divide all the MD conformations into 10000
microstates (i.e., small clusters). We then constructed a 10 000 state
MSM. To obtain the transition probability matrix (T) for this MSM,
i.e., probability of transitioning from states i to j after a certain lag time,
we symmetrized and then normalized the transition count matrix by
column. Elements of the transition count matrix (i.e., number of
transitions between a pair of states at an interval of the lag time) were
obtained directly from the MD simulations. This MSM was further
validated and then used to compute all the quantitative properties
reported in this study, such as equilibrium state populations and other
kinetic properties. This microstate MSM is useful for obtaining
quantitative properties but may contain too many states for human’s
appreciation. In order to better elucidate the folding mechanisms, we
have further lumped the microstates that can interconvert quickly into
the same metastable macrostate using the Perron cluster cluster
algorithm (PCCA).”® The MSM construction was performed using the
MSMBuilder software.”*~

Validating MSMs. We first determine the lag time at which the
model is Markovian®” by examining the behavior of the implied time
scales 7;:

oz
In 4, ()

T =

where 7 is lag time, 4, is the K" eigenvalue of the transition probability
matrix T(z), and the Markovian time is when 7; does not change with
the lag time 7. If the model is Markovian at a certain lag time, the
exponentiation of T(7) should be identical with MSMs built with
longer lag times and the implied time scale plots will reach a plateau.

We further validated our MSMs using the residence probability
test.”®* In this test, we compare the probability for the system to stay
in a certain state (diagonal terms of the transition probability matrix)
predicted by the propagation of the MSM with those directly obtained
from MD trajectories.

Mean First Passage Time (MFPT). MFPT is defined as the average
time taken from an initial state i to a final state {f We have followed the
same procedure as in ref 95 to obtain the MFPT by solving the
following set of equations:

MEFPT, = ) T(t),(t + MEPT),;
j (3)

, where ¢ is the lag time, and the boundary condition is: MFPTy, = 0.

B RESULTS AND DISCUSSION

Model Validation. Convergence of REMD simulation.
The two sets of REMD simulations are converged based on
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Figure 1. Convergence of REMD simulations. (a) The hIAPP
sequence with positively charged residues shown in red. (b) One of
two initial structures for REMD simulations, which comes from NMR
studies in SDS micelle.®* (c) The second initial structure used for
REMD simulations, which is a random coil conformation selected
form the first batch of REMD simulations. (d—g) Convergence check
for the two sets of REMD simulations using WHAM. (d,e) Plots of the
ensemble average R, and the number of hydrogen bonds, respectively,
as a function of temperature. (f,g) Projections of the potential of mean
force onto the R, and the number of hydrogen bonds, respectively, at
351 K. In each graph, the black curve comes from the first set of
simulations initiated from the NMR structure in (b) and the red curve
comes from simulations started from the random coil structure in (c).
The two curves agree with each other well, indicating the simulations
have converged. The increase in R, and the decrease in the number of
hydrogen bonds indicate the structure is more extended and flexible at
higher temperatures.

comparing projections of the free energy landscape for each
onto R, and number of hydrogen bonds within the protein. To
obtain these projections, we used the weighted histogram
analysis method (WHAM)'® to combine data across all
temperatures to obtain the thermodynamic properties at each
temperature. As shown in Figure 1, even though the two sets of
REMD simulations started from two totally different
conformations, the ensemble average properties agree well
with each other, indicating the simulations have reached certain
convergence. The converged REMD data benefit the further
seeding. We also observe that the R, increases and the number
of hydrogen-bond decreases with increasing temperature,
indicating that the structure is more expanded and flexible at
higher temperatures.

Validation of MSM. We have first validated the 10 000 state
MSM. As shown in Figure 2a, the implied time scale curves
reach a plateau at around 5 ns, thus we choose this lag time to
construct our MSMs. We further validated our model using the
residence probability test.””” The probabilities for the system
to remain in a certain microstate predicted by the propagation
of the MSM are compared with those directly obtained from
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Figure 2. MSM validation. (a) Implied time scales plot as a function of
the lag time. These plots are generated from the 10 000 state MSM.
The implied time scales reach a plateau at S ns or longer, indicating the
model is Markovian at these lag times. (b) ‘Residence probability tests’
for the eight most populated microstates, which show the probability
to stay at a certain microstate as a function of the propagation time.
The red curve comes directly from the MD simulations, while the
black curve is calculated from a MSM with a lag time of S ns. The two
curves agree with each other well, indicating the Markov model is a
faithful representation of the original MD data.
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Figure 3. Equilibrium populations of the 50 most populated
macrostates, from the most (6.9%) to the least (0.21%) populated.

MD simulations. As shown in Figure 2b, these two curves agree
well with each other for various highly populated microstates,
indicating that our model is able to reproduce the dynamics
observed in MD simulations. We then employed this 10 000
state MSM to predict the long time scale dynamics for the
folding of hIAPP.

The 10000 state MSM discussed above is good for
computing quantitative properties but contains too many states
to clearly elucidate the features of the folding free energy
landscape. We then further divided these 10000 microstates
into 200 macrostates by grouping microstates that can
interconvert quickly into the same macrostate using the
PCCA algorithm.” However, the residence probability test
for this 200 macrostate MSM displayed a clear discrepancy
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Figure 4. Secondary structure for hIAPP. (a) The average number of
residues having each secondary structure type. The error bars
represent the standard deviation. (b) Probability of each secondary
structure type for each residue. The x-axis is the residue number, and
the y-axis is the secondary structure type. The probability of each
secondary structure type is color-coded according to the color bar
shown on the right. The probability that each residue in a random coil
structure is generally higher than 30%, except for residues 4—6, which
tend to have turn and a-helical structures instead.

between the MSM prediction and MD simulation data (see SI
Figure 1a). Further investigation revealed that this error of the
MSM was caused by lumping small microstates (containing one
or a few conformations) together with the large ones. By
separating these small microstates and keeping them as
independent states, the MSM showed great improvement in
reproducing the dynamics observed in the original MD
simulations (see SI Figure 1b—d and text). To elucidate the
structure and dynamics of metastable states of hIAPP, we have
constructed an MSM based on the 200 macrostate model but
keeping microstates with populations <0.01% as independent
states (see SI text for details).

We note that all the quantitative properties reported in this
work are computed based on the well-validated 10 000 state
MSM. For example, the population of each metastable
macrostate is the sum of the equilibrium populations of the
microstates it contains. The MFPTs are also computed based
on the 10 000 state transition probability matrix by setting the
initial and final states as a group of microstates.

The Free Energy Landscape Is Rugged. Many Local
Metastable States without a Global Minimum. We have
identified a number of metastable states in the folding free
energy landscape of hIAPP, while none of these states dominate
in population. As shown in Figure 3, the most populated
metastable states all have an equilibrium population of only a
few percent (with the largest one ~6.9%). Our model has thus
confirmed the intrinsically disordered nature of the hIAPP
peptide, where a global folded state is lacking. Furthermore, our
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Figure 5. Representative structures and secondary structure preferences for the six most-populated metastable states. The protein structure is shown
on the left in a cartoon representation with rainbow coloring (blue for the N-terminus and red for the C-terminus). The probability for each residue
to adopt a random coil structure within its metastable state is shown on the right. Each conformation is also labeled with its equilibrium population.
Most residues have a high probability of being random coil, except residues 4—6, which are mostly in turn and a-helical structures due to the

disulfide bond between Cys2 and Cys7.

MSM has successfully elucidated the local free energy minima
that are kinetically metastable. Alternatively, projection of the
free energy landscapes on pairs of reaction coordinates has also
been applied to provide structural information of local free
energy minima for IDPs, but it is difficult to obtain kinetic
information from thermodynamic simulations, such as
REMD,*353560 Using our MSM, we can also proceed to
investigate kinetics as well as structural features of these
metastable conformational states.

The Majority of Conformations Are Random Coil. To
characterize the structural preferences of hIAPP, we first
investigated the secondary structure distributions for the entire
structural ensemble. As shown in Figure 4a, the majority of
residues (16 out of 37) are in random coil conformations,
which is consistent with the observations from CD experi-
ments.> This result is also within expectation since IDPs
generally lack a well-defined native state as well as distinguished
secondary structures. Interestingly, there is some extent of turn
and bend secondary structures (~8 residues each). Moreover,
N-terminal residues 4—7 display a notable a-helical propensity
(>10%, see Figure 4b), though the extent of this N-terminal a-
helical segment may still be less than that observed in NMR
experiments*’ and other MD simulations.*> Some a-helix rich
metastable states are also identified in our model (see SI Figure
4).

We further quantitatively compared the structural ensemble
obtained from our MSM to two sets of experimental data: cross
section from ion mobility mass spectrometry** and NMR

chemical shift experiment.*® The results show that the
predictions from our structural ensemble can quantitatively
reproduce the experimental observations on cross sections of
the hIAPP peptide (see SI Figure S5) and residue-based
chemical shift values (see SI Figure 6). The details of these
comparisons are available in SI.

In addition to the overall structural ensemble, we have also
investigated the structural features of the most populated
metastable states. As shown in Figure S (right column), the
majority of the residues in these states contain a significant
fraction of random coil, especially residues at the N- and C-
termini. Representative structures from these states also
confirm the above observation and display random coil
structures (see Figure S, left column). However, these
structures are not extended coil conformations but, instead,
are rather compact. In particular, their R, ranges from 8.3 to
13.9 A, which is less than one-tenth of the length of an
extended polypeptide chain with 37 residues. Previous
fluorescence quenching experiments also indicated that
hIAPP has a compact structure by estimating the end—end
distance.'®" The hydrodynamic radius of hIAPP is 8.1 A at 310
K as measured in diffusion NMR, two times smaller than that of
a denatured protein with the same weight.>> Compact coil
struéctures have also been observed in other IDPs, such as poly-
QS

Transitions between Different Metastable States Are
Slow. To study the dynamics of hIAPP, we computed the
MFPTs between the 50 most populated metastable states. As
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Figure 6. MFPTs between different states. (a) A contour plot of
MEPTs between the 50 most populated states, with the initial state on
the y-axis and the final state on the x-axis. The state indices are sorted
by the state equilibrium population in descending order. The MFPTs
range from several s to tens of ms. (b) Distributions of MFPTs to the
most populated state (black) and between all other pairs of states
(white). See SI Figure 7 for the comparisons for the other large
metastable states.

shown in Figure 6a, the time scales for these transitions span a
wide range from several microseconds to milliseconds,
indicating that different metastable free energy minima are
well separated kinetically. These time scales are actually
comparable or even slower than the folding time scales of
typical peptides with similar length.'”> We speculate that
transitions from one compact coil state to another in hIAPP are
slow because they involve breaking existing contacts, reorgan-
izing the conformation, and finally forming new contacts.

Unlike well-folded proteins, the most populated states of
hIAPP do not appear to act as kinetic hubs. Interestingly, recent
simulation studies and single molecule FRET experiments have
shown that dynamics within the unfolded ensemble (or, more
precisely, the non-native ensemble) may be slow compared to
the time scale for folding.*>® The high kinetic accessibility of
the native state is referred to as hub-like behavior because
proteins are more likely to transition between different
unfolded states by first folding and then unfolding rather
than transitioning directly between the two unfolded states.
While transitions from less well-populated states to more highly
populated states are significantly faster than the reverse
transitions, the most populated states in hIAPP do not appear
to serve as kinetic hubs. As shown in Figure 6b and SI Figure 7,
the distribution of MFPTs to the most populated states is
indistinguishable from the distribution of MFPTSs between less
populated states.

Probable Aggregation Prone States: Flat p-Sheet
Geometry with Extended Hydrophobic Surfaces. Inter-
estingly, we have also identified a few metastable conforma-
tional states with populations of around 1% that contain a
significant amount of S-sheet secondary structure. As shown in
Figure 7 (left column), representative conformations from
these states contain f-hairpin segments with around 10 residues
or longer in length. In one of the states shown in Figure 7¢, we
even observed a single f-hairpin structure that almost spans the
entire length of the peptide, which is consistent with the f-turn-
f conformation found in the hIAPP fibril structure (see Figure
8). The f-hairpin segments can exist near both the N-terminus
(see Figure 7ab,d,f) and the C-terminus (see Figure 7ef).
Regardless of their position, all of these segments share one
common striking structural feature: connected hydrophobic
residues in proximity to the turn and exposed to the solvent.
For example, in the conformational states shown in Figure
7a,d,f, five N-terminal hydrophobic residues (L12, A13, F15,
L16, V17) form an extended hydrophobic surface that is
exposed to the solvent. In the states shown in Figure 7a,bf, an
even larger hydrophobic cluster is observed near the C-
terminus formed by residues: F23, G24, A2S, 126, L27, V32,
and G33. Additional MD simulations indicate that the above
two distinct structural features of this set of metastable
conformational states, f-hairpin segments and extended
solvent-accessible hydrophobic surface areas, can be largely
preserved under different force fields (see SI Figures 8 and 9
and text) and ionic strength (see SI Figures 10 and 11 and
text).

The presence of f-hairpin segments and extended hydro-
phobic surfaces may make these metastable conformational
states particularly aggregation prone. The extended hydro-
phobic surface can induce collapse of the hIAPP peptides
through nonspecific hydrophobic interactions. These newly
formed hydrophobic contacts are physically located in f-hairpin
segments that are nearly flat and thus provide a template for
further growth of the aggregate. We propose that both of these
structural features are crucial for aggregation. Hydrophobic
interactions may bring individual hIAPP peptides together,
while the flat geometry facilitates further growth of the
aggregates. Other conformational states, such as those shown
in Figure 5, may also collapse into compact coils, but the
subsequent conformational reorganization to a S-sheet
geometry may require breaking and reforming many contacts
and thus constitute a less favorable path for aggregation.

We further propose that conformational selection plays an
important role in this aggregation mechanism. As discussed
previously, the free energy landscape for the hIAPP monomer
contains numerous metastable conformations (or local
minima). When multiple hIAPPs collide to form an encounter
complex, the aggregation prone states will be selectively
stabilized via a conformational selection mechanism, as shown
in Figure 8. The dynamics of our MSM are consistent with this
picture as the rate of collision is similar to the time scale for
reaching the aggregation prone states. In particular, the
collision interval for hIAPP is estimated to be around tens of
microseconds at a 1 M concentration and a diffusion
coefficient of 3.6 X 107'° m?/s.>> Our MSM predicts that the
time scales for transitioning to the aggregation prone states
range from tens of microseconds to milliseconds (see Figure 6).
Therefore, the system has sufficient time to reach various
aggregation prone states between collision events, allowing
conformational selection to occur. Our results cannot rule out
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Figure 7. Representative structures and secondary structure analysis of the six metastable states whose f-sheet probabilities are >1 standard deviation
above the mean. The protein is shown on the left in a cartoon representation with rainbow coloring (blue for the N-terminus and red for the C-
terminus). The side chains of hydrophobic residues are shown as sphere with nonpolar hydrogen atoms hidden. The probability for each residue to
adopt a f-sheet or turn structure within its metastable state is shown on the right. Adjacent hydrophobic side chains are connected to form clusters
that are exposed to water. Each conformation is also labeled by its equilibrium population.

the possibility of a role for induced fit, however, we speculate
that the conformational reorganization involved in such a
mechanism may be associated with significant free energy
barriers due to breaking and reforming many protein contacts.
In the conformational selection mechanism, the stacking of
aggregation prone states can already form a template similar to
the fibril structure and thus requires a smaller free energy cost
for fibrillation.

Our observations are consistent with previous simulation and
experimental studies.’>'*® As in the N* states mechanisms
proposed by Thirumalai, Straub, and co-workers,*™*® our
aggregation prone states are high free energy metastable states
that consist of an ensemble of structures with lifetimes that are
comparable or longer than the time scale for diffusion-driven
encounter. Notably, in our model, the S-hairpin secondary
structures in aggregation prone states can provide a perfect flat
geometry for further growth of the aggregates. Earlier MD
simulation studies®”'** have shown that these relatively low-
population p-hairpin structures in monomers can be greatly
stabilized upon dimerization. Interestingly, we noticed that the
P-sheet regions they reported®>'®* coincide with the hairpin
motifs we observed in our aggregation prone states. These
regions (residues 11—18 and 23-32) contain extensive
hydrophobic residues and thus may promote aggregation
through hydrophobic interactions. The role of the hydrophobic
interactions in aggregation was also underlined by previous
experimental studies.'® ™' For example, Doran et al.'®
showed that hydrophobicity is the essential factor in the
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aggregation of hIAPP (20—29) through their Phe23 mutants.
More strikingly, another study showed that a single mutant
126P in the hydrophobic region (residue 23—27) can entirely
inhibit fibril formation.'°® Moreover, Shim et al.'%” detected the
order of aggregation for various residues using isotope labeling
technique and 2DIR spectroscopy. They found that the
hydrophobic regions in the middle of the chain (residues
15—17 and 23—27) aggregate first, followed by contact
formation between other residues in the termini. In our
proposed aggregation mechanism, conformational selection
plays an important role. Recent 19F NMR experiments90
support this conclusion because only fibril-like intermediate
structures are found to exist during fibrillation. A role for the
induced fit mechanism is not excluded in our model. A previous
simulation study has also observed a transition from an a-helix
or coil to a f-sheet during the dimerization of hIAPP, though
the dominant pathway may still be conformational selection in
their model.*®

B CONCLUDING REMARKS AND FUTURE
PERSPECTIVES

In this work, we constructed MSMs from extensive MD
simulations of the hIAPP monomer. We demonstrated that the
free energy landscape of the hIAPP monomer contains many
local minima but no dominant global minimum. The transition
time scales between different local minima range from several
microseconds to milliseconds, which is comparable to or even
slower than the folding time scales of proteins with a similar

dx.doi.org/10.1021/ja403147m | J. Am. Chem. Soc. 2013, 135, 16092—16101
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Figure 8. Schematic illustration of the hIAPP free energy landscape.
The orange curves show the free energy landscape in one dimension.
The f-hairpin structure is a minor minimum when hIAPP is a
monomer and becomes the dominant minimum when more
monomers come into contact. Further rearrangement is needed for
fibril formation. We show a dimer for visual clarity, but the critical
nucleus may contain additional peptide chains. Hydrophobic residues
are shown in green spheres.

length. The structure of the hIAPP monomer is generally
random coiled and occasionally has a-helix or pf-sheet
components. We have further identified a few potential
aggregation prone states, all containing S-hairpin segments
and extended hydrophobic surfaces that are exposed to the
solvent. The hydrophobic surface can induce hydrophobic
collapse, while the flat geometry may provide a template for
further growth of the aggregate via a conformational selection
mechanism.

Our model sheds light on the very initial stages of nucleation.
In subsequent steps to form the fibrils, significant structural
rearrangements are needed. For example, the f-hairpin is more
extended in the fibril state (30 residues long) compared to our
aggregation prone states (10—23 residues long). The intra-
molecular hydrogen bonds in the aggregation prone states also
need to be converted to intermolecular hydrogen bonds in the
fibril. Furthermore, additional interchain hydrophobic contacts
must be formed in the fibril (with a corresponding reduction in
intrachain hydrophobic contacts). Notably, these transitions
from compact f-hairpins to extended f-strands have already
been observed in the amyloid f-peptide in a recent MD
study.'® The NCC mechanism (or induced fit) may play an
important role in these steps as suggested in previous
simulation®® 73" 710 55 well as experimental studies.”!
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Details about model validation, quantitative comparisons
between our structural ensemble and experiment (cross
sections and NMR chemical shifts), and robustness tests of
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