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The differential equation (DE) approach for convex optimization, which relates optimization 
methods to specific continuous DEs with rate-revealing Lyapunov functionals, has gained 
increasing interest since the seminal paper by Su--Boyd--Candès [1]. However, until quite 
recently, the approach still lacked a crucial component to make it truly useful: there was no 
general, consistent way to transition back to discrete optimization methods. Consequently, even 
if we derived insights from continuous DEs, we still needed to perform individualized and tedious 
calculations for the analysis of each method. 
Recently, we have successfully solved this issue in [2]. There, we bridge the gap by introducing a 
new concept called ``weak discrete gradient'' (wDG), which consolidates the conditions required 
for discrete versions of gradients in the DE approach arguments. We then define abstract 
optimization methods using wDG and provide abstract convergence theories that parallel those 
in continuous DEs. Many typical optimization methods and their convergence rates can be 
derived as special cases of this abstract theory. The proposed unified discretization framework 
for the differential equation approach to convex optimization provides an easy environment for 
developing new optimization methods and achieving competitive convergence rates with state-
of-the-art methods, such as Nesterov's accelerated gradient. 
In this talk, I will begin with a brief introduction to numerical analysis approach for continuous 
optimizations. Then I will illustrate the new framework. 
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