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Why do deep neural networks work better in practice than classical methods, e.g., kernels / 
splines?  The talk covers a recent line of research that inspects DNNs from the classical non-
parametric regression (or “curve fitting”) which reveals that the reason why DNNs work better 
might be due to its adaptivity when we tune its standard hyperparameters, which implicitly 
discovers hidden sparsity and low-dimensional structures. The speaker will go over theory and 
examples to illustrate this point.  For example, the effect of “Weight Decay” is in fact to select a 
small number of learned basis functions and the deeper the network is, the sparser it gets no 
matter how overparameterized the network is.   Also, weight-decay helps a ConvResNeXT 
architecture to discover avoid the curse-of-dimensionality when the high-dimensional data is 
embedded in an unknown low-dimensional manifold.  Last but not least, the speaker will explain 
how the choice of “learning rate” determines the smoothness of functions that SGD can stably 
converge to, thus informing us on generalization. 
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