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Large language models (LLMs) have achieved rapid development recently and demonstrated 
emergent abilities (e.g., in-context learning and chain-of-thought) that are present in large-scale 
models only, instead of the small ones. In this talk, the speaker will discuss the possible reason 
for such emergent abilities: an advanced ability emerges in an LLM when all required components 
of this ability are sufficiently strong. Some related work [1] also attempted to analyze such novel 
capabilities from a theoretical perspective and demonstrat that different emergent abilities may 
be influenced and activated by different latent modules within an LLM. However, since such 
latent modules are not accessible because of the black-box nature of LLMs, the emergent abilities 
are not easy to control and train under the current LLM framework. Inspired by this, the speaker 
proposes Compositional AI as a potential new AI paradigm, which aims to build AI agents that 
explicitly combine and coordinate multiple AI modules with different skills to tackle complex 
problems. By putting together multiple modules with specific functions, a compositional AI 
system can display new abilities that go beyond what any single module can do. The speaker will 
also introduce two of our recent work, TaskMatrix.AI [2, 3] and ReasonFormer [4], as case studies 
to demonstrate the advantages of compositional AI and show how they can enable new abilities 
on completing diverse tasks and solving complex reasoning problems. 
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