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We introduce a novel technique for knowledge transfer, where knowledge from a pretrained 
deep neural network (DNN) is distilled and transferred to another DNN. While the DNN changes 
the input space to the output space through many layers sequentially, we define the distilled 
knowledge to be transferred in terms of flow between layers, which is calculated by computing 
the inner product between features from two layers. The proposed method of transferring the 
distilled knowledge as the flow between two layers exhibits three important phenomena: (1) 
the student DNN that learns the distilled knowledge is optimized much faster than the original 
model; (2) the student DNN outperforms the DNN that uses the original training procedure; and 
(3) the student DNN can learn the distilled knowledge from a teacher DNN that is trained at a 
different task, and the student DNN outperforms a DNN that is trained from scratch. 


